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Text-based feature

　　　　We solve the task as multi-class text classification based on text-based feature  
and entity-based features extracted from Wikipedia descriptions.

・Incorporating all of features results in improved performance.

 Entity-based features
                   Convert entities to following embeddings: 

1:  Wikipedia2Vec [2] 
  2:  TransE model embedding 
   (PyTorch-BigGraph [3]) 

                                                         Extract text-based feature and entity-based features from an entity and its  
description obtained from Wikipedia.

Fig. 1: Our model architecture 

Heuristic Approach Table 1:  The top 10 frequent label pairs

Several entity pairs frequently co-occur 
→  If our model predicts an entity type  
contained in one of the extracted pairs,  

         we add the other type to the prediction. 

Table 2:  Results of preliminary experiments and final submissions

Data augmentation
           Use annotated Japanese Wikipedia  

data as extra training data.

Preliminary experiment 

・Use XLM-RoBERTa base 
・ Only in German 

Final submissions 
・Use XLM-RoBERTa large

→ Concatenate these features and pass them to  
                    a hidden layer and an output layer with softmax function.

                 → Use element-wise average  
              of these embeddings.  

                                    Feed entity descriptions into XLM-RoBERTa [1] 
                              → Use the output embedding corresponding 

       to the [CLS] input token.

・achieves the highest scores of 81.86 in German and 81.01 in French.

                                                                 [1] Conneau et al. Unsupervised Cross-lingual Representation Learning at Scale In ACL, 2020 
[2] https://wikipedia2vec.github.io/wikipedia2vec/ 

                [3] https://github.com/facebookresearch/PyTorch-BigGraph
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