Studio Ousia at the NTCIR-15 SHINRA2020-ML Task

Sosuke Nishikawa, lkuya Yamada

Abstract Heuristic Approach Table 1: The top 10 frequent label pairs
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